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Abstract

There aremany regions thatmeet the necessary conditions for sovereign governance in
theworld, but few secessionist conflicts. I argue that this relative paucity of secessionist
violence is the result of government preemption of potential secessionist movements.
Using cross-national geospatial data from 1992 to 2013, I find that governments invest
more, measured via nighttime light emissions, in more secession-prone regions. The
same factors that make territory attractive for secession, such as large populations and
international borders, also make governments willing to work to retain control of that
territory, contributing to the scarcity of separatist civil conflicts.

The Nigerian military maintains a significant presence in the petroleum rich Niger Delta
region. While the threat of secession is significantly lower than it was during the height
of the Ogoni self-determination movement in the 1990s or the Nigerian Civil war in
the 1960s, the government is apparently still worried given the frequency of military
operations against rebels in the region (Walker 2009, Owolabi 2017). This concern is not
misplaced; loss of the oil revenues generated by theNiger Delta would severely hinder the
government’s ability to meet its obligations, and militant attacks on oil facilities (Uguru &
Faul 2016) have led to up to 30% reductions in production (The Economist 2016). Regular
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military exercises anger local residents who say that the government should “change its
military approach” and “address the developmental challenges facing the region,” instead
(Akwagyiram 2017).

At first glance, this belligerence may seem puzzling. Gone are the demands for seces-
sion and independence of the Biafrans; in their place, Ijaw groups call for “federalism and
self-determination” (Opejobi 2017). Why the heavy hand if separatism is less of a concern
today? One possibility is that the government is unwilling to tolerate the income loss a
revenue sharing agreement would entail. Another is that the region’s petroleum reserves
are so valuable that the government is not willing to risk any chance of losing them to a
successful secessionist movement.

In this article, I argue that the large population and international border in the Niger
Delta explain the Nigerian Government’s course of action because they are both charac-
teristics that mark the region as at-risk for separatist conflict. Population is a necessary
condition for collective action and internationally-recognized borders are preexisting in-
stitutions that a newly independent state can leverage for faster acceptance in the inter-
national community and decreased transaction costs in international trade. Both of these
elements are geographic characteristics of specific areas of territory within the overall
territory controlled by a state.

If geography influences a region’s risk of secession, then this gives states a powerful
source of information they can use to head off potential secessionist movements. When
a territory is particularly well-suited to secession, the state may take pains to discourage
its inhabitants from considering secession by increasing its coercive capacity within the
group’s territory, thus raising the cost to any potential separatists. Governments may also
employ positive inducements rather than negative ones, such as increased spending on
public goods like education and healthcare to deter separatist sentiment. Either option
potentially represents a deliberate decision by a central government in response to fears
of potential separatism, and will manifest as increased levels of state investment relative
to less at risk areas.

While this logic can apply to any territory within a state’s borders, it is especially
relevant in areas where politically excluded minority groups reside. Such groups are
prone to separatist conflict due to their lack of access to political processes to further
their goals. Shared ethnic identity can lower the barriers to separatist mobilization, so
separatism is a largely ethnic phenomenon empirically. The combination of ethnicity and
geographic risk factors for secession allows governments to target their preemption efforts
at the most likely areas where separatist campaigns may begin. Accordingly, I use ethnic
group territories as the unit of analysis to determine whether geographic secession risk
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factors, namely population and international borders, make state investmentmore likely. I
capture government investment using nighttime light emissions, which correlate strongly
with several measures of state capacity at the local level. This combination of data allows
me to test my argument on a cross-national sample of all ethnic group territories from
1990 to 2013.

To test this argument, this paper proceeds as follows. First, I review the literature
on separatist conflict risk and outcome. Next, I discuss the importance of geography in
assessing secession risk and argue that states use their knowledge of different territories
within their borders to identify the most likely candidates for secession and proactively
work prevent suchmovements from emerging. I conduct a cross-national test of this argu-
ment using geospatial data tomeasure both separatism risk and government investment at
the local level. Results indicate that high risk areas far from the government’s reach have
elevated levels of investment, suggesting that governments are deliberately cultivating a
presence in these areas despite the cost of doing so. I close by discussing how this strategy
can help explain many of the patterns we observe in civil conflict throughout the world.

1 Theory

The startingpoint for understanding territorial conflict is nationalism. Groups only engage
in territorial conflict—the struggle to create new and alternative political institutions
within the boundaries of a given territory—whenmotivated by nationalist desire to ensure
that “ethnic boundaries should not cut across political ones” (Gellner 1983, 1). Thus,
territorial conflicts represent an attempt to replace existing geographic political divisions
with ones that more closely support the “nationalist principle” (Gellner 1983) that the
government of a state should represent the interests of the “imagined community” of the
nation (Anderson 1983) that lives within its geographic borders.

From 1946 to 2018, 64.31% of ethnic groups globally were excluded from political
power.1 As a result, there has been a steady increase in the number of self-determination
movements since 1960 (Cunningham 2014). This category encompasses all organized
efforts towards increased autonomy, self-rule, or independence, and includes both violent
and non-violent groups (Cunningham 2014). The institutional benefits of United Nations
membership and the strengthening norm against territorial conquest have made it ‘safer’
for new states to emerge, partly explaining the rise in separatist movements and the
number of new states that emerged through a process of secession, whether violent or not
(Fazal & Griffiths 2014).

1Coded as not monopoly, dominant, senior partner, or junior partner by EPR.
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Figure 1: Annual counts of separatist self-determination movements (Cunningham 2014)
and secessionist civil wars (Braithwaite & Cunningham 2020).

Despite this rise in nationalist sentiment and corresponding increase in organized
separatist movements, there has not been a similar surge in secessionist civil wars. Fig-
ure 1 presents the annual number of active separatist movements (self-determination
movements whose goal is independence) from 1960 to 2005, along with the number of
secessionist civil wars during that period. The percentage of self-determination groups
calling for secession has never passed 55% since 1960 (Cunningham 2014, 72), so compar-
ing separatist conflicts with separatist self-determination movements provides the best
measure of the gap between genuine separatist desire and conflicts in service of that goal.
Despite the general upward trend in separatist self-determination movements, the num-
ber of separatist civil wars lags significantly behind. This disconnect is sharpest after 1990;
the collapse of the Soviet Union is associatedwith amarked increase in self-determination
movements but not a significant increase in secessionist civil war.

Secessionist conflicts are most likely when marginalized ethnic minorities who suffer
from discrimination at the hands of the state are located far from the capital (Cederman,
Buhaug & Rød 2009, Cederman, Wimmer & Min 2010). Secessionist conflicts are almost
purely an ethnic phenomenon as ethnicity can whip up the nationalist fervor such efforts
require more easily than other identities such as class or religion (Cederman, Buhaug &
Gleditsch 2013). Given these facts, the empirical distribution of the location of excluded
minority groups suggests that we should observe more secessionist conflicts than we do.
Figure 2 presents the distribution of the distance from an ethnic group’s territory to the
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capital, split by political status. Excluded groups are much more represented in the right
side of the distribution. Despite the frequency of excluded groups located far from the
capital, the prevalence of secessionist conflict is relatively low.
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Figure 2: Histogram of the distance from ethnic group territories to the national capital
(log transformed and standardized) by group political status in 2013.

The relative paucity of secessionist civil war is especially surprising given both the
rise in the number of new states in the post-WWII era (Griffiths & Butcher 2013), and the
location of politically excluded minority groups within existing states. The remainder of
this section lays out my explanation for this puzzling phenomenon.

1.1 Keeping a lid on it

To understand what explains the lower than expected number of separatist civil wars we
must follow Griffiths (2016) and turn our eye from rebel movements to central govern-
ments. Separatist civil conflict is rarelymonocausal and often hasmultiple political causes
(Moore 1998, Doyle 2010), ranging from the interaction between governments and rebel
movements (Florea 2018) to movement factionalism (Cunningham 2013).

One potential explanation for the shortage of secessionist conflicts is that governments
preemptively stop conflicts from occurring in the areas most prone to secession. If this
is the case, we should observe governments investing more in these regions to develop
their capacity to prevent unrest from escalating into armed conflict. While governments
have limited resources and cannot employ these measures in all regions of their territory,
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the areas that receive less investment are less secession-prone and consequently less likely
to engender separatist conflict. The net result will be fewer separatist conflicts than
if governments did not engage in preemptive behavior, which could explain the gulf
between the number of separatist movements and the number of groups engaged in
armed separatist violence.

This strategy can be carried out by either providing elevated levels of public goods
or by increasing the coercive capacity of the state. While they represent two different
approaches, each option still involves an increase in investment by the central government
at the local level. State capacity entails both ensuring a monopoly on the legitimate
use of force (Weber 1965) and maintaining political institutions (Acemoglu, Johnson &
Robinson 2001). Creating effective institutions and providing public goods decrease the
attractiveness of secession by meeting citizens’ needs and increasing the opportunity cost
for secession. Conversely, increasing the policing and surveillance capabilities in a region
deters secession by increasing the costs of militarily challenging the state and decreasing
the probability of victory. While the facts on the ground differ greatly for each of these
approaches, both require increased government investment and will reduce the number
of secessionist conflicts in the aggregate.

Although ethnic identity is a key component in the process of secession, more concrete
concerns also play a role. Secession is a territorial phenomenon, and requires a territory
to attempt to create a new state in, so ethnic homelands are another important element to
consider. Ethnic homelands are special and not exchangeable with other similar pieces
of territory due to their importance in group myths and identity. Even though a group
could technically establish a new and independent state in territory that was not histori-
cally associated with it, this would largely be seen as a failure by the group’s members.
Possession and control of homelands is essential to group members’ understanding of
their identity (Toft 2003, 20), so any attempt at violent separatism will begin in a group’s
homeland.

When ethnic groups try to secede, they attempt to do so with their traditional settle-
ment areas due to the symbolic significance of these areas. This is clearly a simplification
of how wars are actually fought since successful rebel groups are rarely able to secede
with all of their preferred territory. They may only be able to liberate a subset of their
homeland, or they may end up holding onto conquered territory they did not originally
desire depending on their level of success on the battlefield and their bargaining posi-
tion relative to the government. Groups launch their separatist campaigns from their
ethnic homelands, so states can make judgments about the risk of secession based on
characteristics of theses territories.
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Armedwith this information, states can act decisively to prevent large-scale secession-
ist violence. The actions of China in Xinjiang in the second decade of the 21st century pro-
vide an illustration of how this process can play out. After riots betweenMuslim Uyghurs
and Han Chinese in the city of Urumqi killed almost 200 people in 2009 (Wong 2009),
the Chinese government executed nine people it claimed were responsible for the vio-
lence (Demick 2009). However, this was just the beginning of the government’s response.
As a first step, Xinjiang’s “security forces doubled between 2009 and 2011 to more than
11,000 people” (Coca 2018). The government has built “convenience police stations” at
major intersections in cities throughout Xinjiang, which allowpolice officers tomore easily
monitor people (Wen 2017).

In addition to the increased presence of security forces, China has initiated a massive
surveillance operation in the region. Cameras on streetlights use facial recognition tech-
nology to track the movement of people throughout the region (Millward 2018), and in
Urumqi, people must use their government IDs and submit to a facial recognition scan to
buy gasoline (Chin, Bürge & Marchi 2017). Government data are so comprehensive that
the system can alert authorities if someonewandersmore than 300meters from their home
or workplace (Phillips 2018). The government has deployed this immense security appa-
ratus to identify potential dissidents, and UN human right experts believe that potentially
up to amillionUyghurs have been detained in reeducation camps (Cumming-Bruce 2018).

Why has China dedicated so much money and human capital to a remote and un-
derdeveloped region? While Xinjiang has never experienced a widespread armed seces-
sionist movement, there are long-simmering desires for self-determination in the region
(Bovingdon 2010). These aspirations have also fueled some degree of organized agitation
in the form of the East Turkestan Islamic Movement, which has demanded independence
for Xinjiang’s Uyghur population since the 1990s (Gunaratna, Acharya & Wang 2010, 47-
88). Given these tensions, the Chinese government has decided that the risks of full scale
secessionist conflict justify the expense of the surveillance effort and “indoctrination cam-
paign, which aims to eradicate . . . any yearning for an independent Uighur homeland”
(Buckley 2018). This effort is part of a shift in policy towards ethnic minorities from a
Soviet-style model that accommodates minority rights to one based on “assimilation” of
groups into a single Chinese identity (Elliott 2015).

1.2 Mapping risk

An important question remains, and that is what heuristics governments use to identify
areas within their territories that are at risk of secession. Xinjiang has all the makings

7



of a potential secessionist conflict and is instructive in answering this question. It is
situated far from the centers of state power in Beĳing, has a relatively large population,
and sits along a recognized international border. The former aspect makes secessionmore
attractive because it increases the odds of victory against the government, while the latter
two improve the prospects of a newly independent state in that territory.

The far-flung regions of a state’s territory are prone to separatist conflict due to the
simple fact of their remoteness. The farther from centers of military and administrative
power a region is, themore difficult, and therefore expensive, it will be for the government
to exert influence on them (Boulding 1962). This concept of remoteness is typically
operationalized using the distance to the national capital, as this is the seat of state
authority. Distance to the capital is positively related to both civil conflict onset generally
(Buhaug 2010) and territorial conflict specifically (Buhaug&Rød 2006, Cederman, Buhaug
& Rød 2009). However, distance is not the only factor that influences the likelihood of
separatist conflict, so not all remote areas of a state’s territory are equally in danger of
secession.

Higher population density lowers barriers to collective action, facilitating the orga-
nization and execution of armed rebellion (Weidmann 2009). Once a conflict begins,
individual locations are more likely to experience rebel violence if they have high popu-
lation density for the same reason (Raleigh & Hegre 2009, Daly 2012, Zhukov 2012). The
more tightly concentrated populations are, the more feasible any political action becomes,
suggesting that the post-independence process of state-building may be easier in more
densely populated areas.

The historical experiences of state formation suggest that population plays a role in
whether a group will push for independence. Societies where people were concentrated
in specific geographic areas were able to consolidate faster and develop more robust
institutions due to the lower cost of administering centralized populations. By comparing
population across territories inhabited by potential rebel groups, we can get an idea of
how it influences the likelihood of secession.

The more heavily populated a territory is, and the farther from the reaches of the state
it is located, the higher the likelihood of secession will be. The effect of population is
conditional on distance from the existing state’s centers of power because a proximate
central government will be a stronger adversary than a distant one. Further, newly
independent states located near the previous host state will face significant harassment,
so groups that reside in territories far from the nexus of state power will face a more
favorable post-independence situation.

As a group’s territory becomes more populous and farther from the state, secession
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becomes more attractive. As a result, governments should increase their investment in
the group’s territory. A demographically large and politically excluded group located
near the center of state power will merit far less investment because the looming threat
of effective military response will deter armed separatism. Accordingly, the effect of
population on state investment will be higher the more remote a group is. This leads to
my first hypothesis:

Hypothesis 1 The effect of population on state investment should be positive and increasing
in distance from the reach of the state.

The presence of international borders within a territory also makes it much more
desirable from theperspective of a separatistmovement. International borders canprovide
cross-border safe havenswhere rebel groups are able to elude the reach of the state; as non-
state actors they aremore free to violate sovereignty normswhich constrainmilitaries from
pursuing them across the border (Salehyan 2007). International borders can also be a site
of mobilization if members of the group also reside in the neighboring state (Cederman,
Gleditsch, Salehyan & Wucherpfennig 2013). Both of these factors mean that borders
increase the risk of separatist conflict by making rebellion more feasible.

Secession is a process both domestic and international, and it will only be fully suc-
cessful if the newly independent state is recognized as sovereign by the other members
of the international system. When a government loses a separatist war on the ground, it
shifts to the international arena. Many states with breakaway regions have successfully
lobbied and pressured other states not to recognize these regions, such as when Serbia
convinced several other countries not to recognize Kosovo after its unilateral secession
(Ker-Lindsay 2012). These international pressure campaigns can spell serious trouble for
hopeful separatists, so groups where that are less susceptible to them will be a greater
risk of secession.

Existing international borders also offer two key benefits for the likelihood of interna-
tional recognition after a successful separatist campaign. First, borders are institutions
that shape interactions between neighboring states (Simmons 2016). Having an inter-
nationally recognized border with another state or states gives newly formed states an
increased element of legitimacy that will make establishing trading relationships with
new neighbors easier. Such borders come with pre-established access to international
commerce, supplying much-needed income to a new state.

Second, the temporal dynamics of borders can be relatively sticky and being able to
leverage existing borders will reduce the number of problems a new state must resolve.
Many new borders in international politics are actually drawn according to existing ad-
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ministrative boundaries, with only the ownership on each side of the border changing
(Carter & Goemans 2011). Further, new borders that closely follow existing borders are
associatedwith shorter periods of instability and dispute (Carter &Goemans 2013), mean-
ing that a new state that has an existing international border in its territory will face fewer
objections to recognition of those borders. By controlling an existing international bound-
ary instead of drawing new ones, ethnic groups that possess an international within their
territory are better prime to win recognition post-secession. This advantageous situation
makes international borders a secession risk factor.

As with population, the effect of borders on secession-risk is conditional on distance
to the capital. A group with an international border in their territory located near the
centers of state power is a minimal secession risk given the ease with which the state can
crush separatist activity. As a result, governments will be much more concerned about
groups that live along international borders far from the capital. These are the caseswhere
governments will be more willing to make costly investments in preemption. This leads
to my second hypothesis:

Hypothesis 2 The effect of an international border on state investment should be positive and
increasing in distance from the reach of the state.

It can be difficult to discern government intentions from behavior, especially given that
the pursuit of economic development may be observationally equivalent to the intent to
surveil and repress. Both motivations will result in increased investment by the central
government in outlying regions. If governments do not strategically invest to preempt
separatist conflict, the alternative is not a lack of investment, but different geographic
patterns of investment. In Section 3.2 I assess the possibility that some factor other than
concern of risk of separatist conflict, such as a desire to reap the economic benefits of
development, may explain the patterns of subnational government investment that we
observe.

1.3 Scope conditions

An important scope condition of this argument is that it is intended solely to explain the
dynamics of government preemption of separatist conflicts. Governments cannot rely on
geographic information as strongly when trying to prevent center-seeking governmental
conflict because the qualities of the territory that a group inhabits are less relevant when
their goal is to overthrow the government and capture the entire state. While the territory
that a group controls at the start of a governmental conflict might shape the dynamics of
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the conflict, that territory is not the end goal of the conflict. When the goal is larger than a
group’s territory, characteristics of that territory will be less useful in predicting conflict.

While many separatist groups receive support from external actors, these dynamics
are outside the scope of this argument. Weak rebel groups are unlikely to receive external
support, and groups that do receive external support tend to have strong centralized
command structures or control territory (Salehyan, Gleditsch & Cunningham 2011). This
argument concerns by attempts governments to ascertain the risk of potential separatist
conflict and preempt such activity. The factors that make external rebel sponsorship more
likely all characterize more-established rebel groups that the government is more likely
to already be aware of. It is highly unlikely that a group with a strong central command
could control territory without the state’s knowledge, meaning that external sponsorship
is not a major factor in how states confront uncertainty about potential separatist conflicts.

The principal-agent dynamics that characterize rebel-sponsor relationships mean that
external states are more likely to sponsor more-established groups, and governments are
more likely to be aware of these older groups. Additionally,many of the reasonswhy states
offer sponsorship to rebel groups are external to the characteristics of the rebel movement
itself. For example, states sponsor rebel groups to substitute for traditional alliances (San-
Akca 2016). The centrality of external factors in determining rebel sponsorship means
that governments are sufficiently uncertain about the likelihood of external sponsorship
when assess the risk of secessionist conflict within their territories.

In the following section I discuss my measurements of population and international
borders to capture secession risk. I also detail the rationale for using nighttime light
emissions to measure state investment and present the statistical test of my argument
using cross national geospatial data.

2 Data and methods

I test my argument that governments work to deter secession in the most high risk areas
on a sample of all ethnic group territories from 1990 to 2013. My unit of analysis is
the ethnic group, so my universe of cases is all ethnic groups that have defined territorial
settlement areas between these dates. Recentwork on civilwar onset has focused on ethnic
groups because the shared identity of an ethnicity can channel grievances in a manner
that overcomes barriers to collective action (Cederman, Buhaug & Gleditsch 2013). Since
many ethnic groups have defined settlement areas, they also have a natural homeland to
create a new state in, should they decide to secede (Toft 2003). If a groupwishes to secede,
it needs “a potential independent nation” with a territory that could serve as a “national
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homeland” (Orridge 1982, 46), which allowsme to make comparisons across ethnic group
settlement areas.

In order to measure the secession risk of different ethnic group territories, I draw on
geospatial data. I use the GeoEPR (Wucherpfennig, Weidmann, Girardin, Cederman &
Wimmer 2011) dataset, which is a geocoded extension of the EPR data (Vogt, Bormann,
Rüegger, Cederman, Hunziker & Girardin 2015). Each ethnic group with a defined
territorial settlement pattern has a polygon in the GeoEPR data.2 As I am interested in
preemption of secessionist conflict, I use the least aggregated level of observation, which
splits ethnic groups along state borders. For example, the GeoEPR data have polygons for
Kurds in Iraq, Syria, and Turkey, so each of these group-state dyads are a separate entry in
the data. I use territory-years because population and nightlights vary yearly, as do many
control variables.

Although this sample necessarily involves omitting potential non-ethnic conflicts from
my study, there is significant evidence that the ascriptive nature of ethnic identity chan-
nels political grievances in a more effective manner than other identities such as class
or ideology and lowers barriers to collective action (Lichbach 1995, Cederman, Buhaug
& Gleditsch 2013), so focusing on ethnic conflicts is appropriate because they are likely
to follow qualitatively different causal pathways than non-ethnic ones. From 1946-2011,
84.00% of separatist rebel groups that emerge are ethnic or religious in nature; in the sam-
ple period, 90.32% are coded as ethnic or religious (Braithwaite & Cunningham 2020).3 As
secession is almost purely an ethnic phenomenon empirically, focusing on ethnic groups
allows me to uncover the effects of geographic secession risk on government preemption
efforts. I exclude groups with a monopoly on political power, because by definition they
are in power and are not worried about themselves seceding.4 While governments may
not deploy extensive surveillance infrastructure against politically included groups, they
may still provide them with elevated levels of public goods if they are located in areas
prone to secession.

2The exclusion of groups without defined geographic settlement patterns does not bias my analysis
because theproposed causalmechanismcouldnot function for geographically dispersed or nomadic groups.

3The three groups in the sample period that are not ethnic or religious are the FLEC-FAC, which was a
new group that emerged from an ongoing conflict, the Democratic Republic of Yemen, which was a result
of the failure of the unification of the People’s Democratic Republic of Yemen and the Yemen Arab Republic
four years prior, and the Republic of South Sudan, which arose over the status of Abyei after the South
Sudanese independence referendum. None of these were unforeseen outbreaks, and are therefore outside
the scope of the theory.

4I retain groups whose political power is dominant or who are partners in a government, because these
powerful groups may still rebel if they have recently had their political power downgraded (Cederman,
Wimmer & Min 2010). Monopoly groups are excluded because as the top category, they cannot have been
recently downgraded.
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The response and key explanatory variables are all measured at the level of the ethnic
group territory-year. Below I discuss how I operationalize each before covering control
variables and the model used to test my hypotheses

2.1 Government investment

By maintaining a large presence in an excluded group’s territory, the state may be able
to deter a secessionist uprising. I use the fact that nighttime light emissions correlate
strongly with government investment to conduct a cross-national test of this hypothesis.
If governments are indeed trying to make secession too costly, then more secession-prone
territory should also have higher levels of nightlights.

When areas are physically difficult for agents of the state to reach, tax revenues will be
lower, and acceptance of government policiesmaybemoredifficult to obtain (Herbst 2000).
In extreme cases, people may not even be aware of changes in government policies.
Investing in physically remote areas is a costly process, and so when governments do so,
it is the result of a strategic decision where the costs of administering and monitoring this
remote territory are worth paying to deter potential secessionists.

This concept has been explored before at the state level with the idea of political reach,
which captures the degree to which states can mobilize their citizens to implement policy
(Kugler & Tammen 2012). However, these approaches rely on an aggregation of national-
level data and are insufficient formeasuringdifferential levels of investment across a state’s
territory. Instead, we require subnational data tomeasure the degree of government reach
into specific ethnic group territories.

To accomplish this, I use data on nighttime light emissions. While nightlights are
a reliable proxy for overall economic activity in a given area (Cederman, Weidmann &
Bormann 2015, Kuhn & Weidmann 2015, Weidmann & Schutte 2016), they are also an
indicator for government investment in an area specifically. Electrification is often a tool
used by the government in developing states to extend their reach into rural areas (Kale
2014). Chibuike Rotimi Amaechi, the governor of Rivers State from 2007-2015, stated in an
interview that he did not feel comfortable campaigning in rural areas that lacked electricity
(Africa News 2011), highlighting the connection between electrification and the expansion
of legibility across states’ territories (Scott 1998). Governments also use electrification
strategically, as evidenced by the fact that the African National Congress prioritized
electrification in core constituencies after the endofApartheid (Kroth, Larcinese&Wehner
2016). Increasing investment provides states with information they can use to preempt
secessionist conflicts, and dampens separatist desires by building local legitimacy.
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Nighttime lights correlate with a number of contemporary measures of government
investment at the subnational level in many different states. Tax revenue and quality of
public service provision are positively related to nighttime lights at the municipal level in
Ecuador (Harbers 2014). Nighttime lights are also positively correlated with the number
of government employees per district inGahanamedical clinics in a subdistricts inAndhra
Pradesh, India (Koren & Sarbahi 2017). Specifically relevant for this analysis, De Juan &
Pierskalla (2015) provide data on the number of security force personnel deployed to all
counties in Southern Sudan (now South Sudan) in 2008. These county-level security force
data correlate positively with 2008 nightlights (ρ = 0.34), providing further evidence that
nightlights are a reasonable proxy for government investment.

Lee & Zhang (2016) develop a measure of state capacity that draws on irregularities
in reported ages in census data to capture administrative capacity via a statistic called the
Myers number. HigherMyers numbers indicatemore irregularities in reportedbirth years,
signifying lower bureaucratic capacity in a given subnational region. Myers numbers
for 2,403 region-years in the sample period correlate negatively with nighttime lights
(ρ = −0.42), meaning that as governments invest more in a given region, the quality of
information a government possess about its citizens increases.

While nightlights are a noisy and imperfect way to measure government investment,
they correlate with both the administrative and coercive dimensions of state capacity
that governments invest in. They also have several useful properties for this analysis.
Nightlights are a globally available method to measure investment, whichmeans they can
be used even for countries with poor or nonexistent data (Chen & Nordhaus 2011), which
are also the countries most at risk for civil conflict (Fearon & Laitin 2003). Further, they are
largely immune to government incentives to misrepresent economic statistics. The more
a state invests in a given territory, the more nighttime light will be observable.

The specific dataset that I use to measure nighttime light emissions is the Defense
Meteorological Satellite Program (DMSP) Operational Linescan System (OLS) (Elvidge,
Erwin, Baugh, Ziskin, Tuttle, Ghosh & Sutton 2009), which measures average light emis-
sions over the course of a year at 30 arc-second grid cells (≈ 1km × 1km at the equator).
For each ethnic group territory, I follow the ‘cookie cutter’ approach (Cederman, Buhaug
& Rød 2009, Cederman, Weidmann & Bormann 2015) of using the territory polygon to
capture the value of all nightlights that fall within the group’s territory, accounting for
overlapping group polygons when necessary.5

5See the Supplemental Information for a discussion of this process.
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2.2 Secession risk

The first spatial component of secession risk, which conditions the effect of population and
international borders, is the distance from a group’s territory to the capital. I rely on the
CShapes dataset on the geography ofmajor states from1945 to the present, which provides
the geographic location of capitals for all major states (Weidmann, Kuse&Gleditsch 2010).
Combining these data with ethnic group locations from EPR allows me to measure the
distance between the centroid of a group’s territory and the capital.

To measure the population of a group’s territory, I rely on the Gridded Population
of the World (GPW) data.6 I follow the same ‘cookie cutter’ approach to measuring
nightlights to measure population, and make the same correction for overlapping ethnic
group territories.

To measure whether a group’s territory contains an international border, I again draw
on the CShapes data. I check whether each territory overlaps the borders of the state it
is located within.7 This procedure captures both terrestrial and maritime borders. While
coastal borders do not provide access to safe havens in another state the way land borders
do, they do offer the institutional benefits of internationally-recognized borders for trade
and sovereign recognition.

2.3 Control variables

In order to account for other important causal forces, I include a number of non-spatial
control variables, which I refer to as political controls. Many of these capture aspects of
a group’s organizational structure or capabilities. Politically excluded groups are more
likely to be shut out from public goods (Cederman, Buhaug & Gleditsch 2013), so I code
a group as excluded from political power if their political status is ‘state collapse,’ ‘self-
exclusion,’ ‘discriminated,’ or ‘powerless’ according to EPR.

Lacina (2015) argues that secession is less likely in areas where the government is
willing topayhigh costs todefend its territory. Sheoperationalizes this theorybyassuming
that governments will fight harder to defend territory occupied by the dominant ethnic
group, so groups whose territory overlaps the dominant group’s will be deterred from
launching a secessionist campaign, and finds support for this prediction among excluded
groups (Lacina 2015, 701-703). I thus include a binary variable that notes whether there
is any dominant group presence in an ethnic group’s territory, coded using GeoEPR.

6These data are described in detail in the Supplemental Information.
7Formally, I test for an intersection between the group’s polygon and the state’s polygon, buffered 1km

inward to account for any potential border inaccuracies.
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I also include a measure of whether a group has lost autonomy in the past five years
because these groups are the most likely to start a secessionist conflict, given the combina-
tion of motivation due to lost status and capability from the experience of administering
quasi-state institutions (Siroky&Cuffe 2015). Autonomy can be a driver for separatist con-
flict even in the absence of reversal of status by providing ethnic elites with the necessary
skills for sovereign governance via regional institutions (Cornell 2002), so controlling for
lost autonomy accounts for when states aremost likely to invest in these groups’ territories
as a way of preventing secession.

Natural resources present a potential alternative mechanism behind the subnational
investment decisions governments make. Governments may invest more in areas that
contain high levels of natural resources to secure access to the rents they generate. To
account for this possibility, I include a measure of whether an ethnic group’s territory
contains oil or not, using data from Lujala, Rod & Thieme (2007). While many natural
resourcesmaydrawgovernment investment to anarea, oil extraction isparticularly capital-
intensive and requires infrastructure that generates observable night time light emissions,
making it particularly well-suited to address this possibility.

I also include a number of regime-based controls to reflect the fact that groups do
not make these decisions in a vacuum. Factors such as regime type, monetary resources,
and military capability all influence the government’s ability and willingness to inflict
costs on rebels if they choose to fight for secession. To account for these effects, I include
measures of polyarchy from V-Dem (Coppedge, Gerring, Lindberg, Skaaning, Teorell,
Altman, Andersson, Bernhard, Fish & Glynn 2017) which captures the degree to which
electoral democracy is realized in a country and GDP per capita (World Bank 2018) to
proxy for overall state capacity. This last element is especially important to control for as
stronger states will be better able to marshal their resources toward the goal of preventing
the outbreak of violence (Malone 2020).

2.4 Model

As nightlights are a continuous outcome variable, I analyze them with linear regression.
To account for unobserved unit heterogeneity, I use a model with random intercepts
α by country. This controls for the possibility that some countries are more likely to
deploy resources in certain areas than others. While ethnic group territories are the
unit of analysis, states are the actors deciding the level of investment to allocate to each
territory, so accounting for this unobserved heterogeneity at the state rather than group
level is appropriate. I also include random intercepts γ by year to account for unmodeled
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temporal heterogeneity. Equations 2.1-2.6 present this model, along will all priors and
hyperpriors. I employ diffuse regularizing hyperpriors on all parameters in the model to
avoid overfitting the data.

Y ∼ N(α+ γ+ Xβ,σ2) (2.1)
β ∼ N(µβ,σβ) (2.2)
α ∼ N(µα,σα) (2.3)
γ ∼ N(µγ,σγ) (2.4)

µα,µγ,µβ ∼ N(0, 5) (2.5)
σα,σγσβ,σ ∼ half-Cauchy(0, 2.5) (2.6)

The response variable is the total amount of luminosity recorded in a group’s territory
in a given year, which proxies the degree of investment by the central government in that
territory. All predictors are lagged by one year to reduce endogeneity concerns. Due to the
conditional nature of the relationship specified by the hypotheses, I interact population
and borders with capital distance in the models.

3 Results

The bivariate relationships between population, capital distance, and nightlights are un-
surprising. The correlation between capital distance and nightlights is -0.094, the corre-
lation between group population and nightlights is 0.61, and the correlation between an
international border and nightlights is 0.16. More people and international borders mean
more state penetration, while governments are less likely to have a presence in areas far
from the capital. However, a bivariate correlation does not account for unobserved het-
erogeneity in the data due to the dependent nature of observations across country-years. I
estimate two sets of models using the data described above.8 The first set uses population
as ameasure of secession risk to evaluateHypothesis 1, while the second uses the presence
of an international border to evaluate Hypothesis 2.

Table 1 presents results for Hypothesis 1. Model 2 includes geographic variables
measured in each group’s territory, while Model 3 includes political control variables at
the group and state level. The introduction of political controls does not meaningfully

8Standard diagnostics indicate good convergence of the chains and are available in the Supplemental
Information.
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Model 1 Model 2 Model 3
ln Population 1.14∗ 0.79∗ 0.72∗

[1.13; 1.15] [0.73; 0.85] [0.65; 0.78]
ln Capital Distance −1.11∗ −1.18∗

[−1.26; −0.95] [−1.34; −1.01]
ln Population × ln Capital Distance 0.04∗ 0.05∗

[0.03; 0.05] [0.04; 0.06]
ln Area 0.08∗ 0.06∗

[0.05; 0.10] [0.03; 0.08]
Excluded −0.09∗

[−0.15; −0.03]
Dominant Group Presence 0.18∗

[0.11; 0.25]
Lost Autonomy 0.22

[−0.10; 0.53]
Oil 0.42∗

[0.36; 0.49]
ln GDPPC 0.34∗

[0.27; 0.42]
Polyarchy 0.48∗

[0.24; 0.72]
(Constant) −8.84∗ −1.47∗ −3.39∗

[−9.58; −8.13] [−2.70; −0.36] [−4.83; −1.95]
σα 1.93∗ 1.94∗ 1.47∗

[1.72; 2.18] [1.72; 2.20] [1.29; 1.67]
σγ 1.55∗ 1.41∗ 1.31∗

[1.13; 2.13] [1.05; 1.95] [0.96; 1.83]
WAIC 40235.86 39761.14 39464.94
5-fold RMSE 1.18 1.16 1.14
Observations 12714 12714 12714
∗ 0 outside 95% credible interval

Table 1: Linear models explaining nightlights as a function of ethnic group population
and capital distance. The standard deviation of the country and year random intercepts
are represented by σα and σγ, respectively. Continuous variables logged and standarized.

affect the estimates for the effect of capital distance and population, suggesting that they
are strongly related to the level of nightlights within a territory.

Figure 3 presents the marginal effect of population on nightlights from Models 2 and
3, which is positive and increasing in capital distance. The marginal effect of population
at two standard deviations above the mean of capital distance in Model 3 is 1.08, so the
effect of a one unit shift in logged population represents a 6.02% shift in the outcome
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Figure 3: Marginal effects of ethnic group population on nighttime light levels, conditional
on distance to the capital

variable. This effect is substantially larger than the effect of any control variables in
Model 3, suggesting that the danger of separatism in a territory plays a significant role in
government decisions to invest in a given area.

Table 2 presents results for Hypothesis 2. Model 5 includes geographic variables
measured in each group’s territory, while Model 6 includes political control variables.
The introduction of political controls does not meaningfully affect the estimates for the
effect of capital distance and population, suggesting that they are strongly related to the
level of nightlights within a territory.

Figure 4 presents themarginal effect of international borders on nightlights forModels
5 and 6. Aswith population, the association between borders and nightlights is increasing
in distance from the capital. In contrast, however, the relationship is negative at distances
extremely close to the capital. This suggests that governments are less concerned with
investing in the territories of ethnic groups who live along an international border near
the centers of state power because they pose less of a secession risk than remote groups
that live near a border. The marginal effect of an international border at two standard
deviations above themean of capital distance inModel 6 is 0.77, whichmeans the presence
of a border represents a 4.29% shift in the outcome variable. This effect is more positive
than the effect of any control variables in Model 6.

Comparing the fit of Models 2 and 5 with Models 3 and 6 shows that the inclusion
of country and group level control variables mildly improves the in-sample predictive
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Model 4 Model 5 Model 6
Border 1.21∗ −0.71∗ −0.98∗

[1.07; 1.35] [−1.23; −0.18] [−1.49; −0.47]
ln Capital Distance −1.33∗ −1.18∗

[−1.42; −1.25] [−1.27; −1.10]
Border × ln Capital Distance 0.17∗ 0.22∗

[0.09; 0.25] [0.15; 0.30]
ln Area 0.99∗ 0.80∗

[0.97; 1.00] [0.78; 0.82]
Excluded −0.90∗

[−0.97; −0.84]
Dominant Group Presence 0.33∗

[0.25; 0.42]
Lost Autonomy 0.57∗

[0.19; 0.95]
Oil 0.75∗

[0.67; 0.83]
ln GDPPC 0.42∗

[0.32; 0.51]
Polyarchy 0.34∗

[0.05; 0.63]
(Constant) 8.83∗ 6.58∗ 3.95∗

[8.37; 9.34] [5.89; 7.31] [2.96; 4.98]
σα 2.57∗ 2.36∗ 1.85∗

[2.29; 2.93] [2.07; 2.70] [1.63; 2.10]
σγ 0.36∗ 0.37∗ 0.27∗

[0.25; 0.51] [0.27; 0.52] [0.19; 0.38]
WAIC 55740.98 45648.52 44469.92
5-fold RMSE 2.17 1.46 1.39
Observations 12714 12714 12714
∗ 0 outside 95% credible interval

Table 2: Linear models explaining nightlights as a function of ethnic group border and
capital distance. The standard deviation of the country and year random intercepts are
represented by σα and σγ, respectively. Continuous variables logged and standarized.

accuracy of the model measured via the Watanabe-Akaike information criteria (WAIC).
WAIC is akin to AIC and BIC in likelihood based models, with lower values indicating
better fit (Gelman, Hwang & Vehtari 2013). WAIC also penalizes the inclusion of extra
parameters, so Models 3 and 6 better explain the data than Models 2 and 5, despite
increasing the number of free parameters. However, the change in WAIC from Models 2
to 3 and 5 to 6 is smaller than the change from Models 1 to 2 and 4 to 5, suggesting that
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Figure 4: Marginal effects of international borders in ethnic group territory on nighttime
light levels, conditional on distance to the capital

geographic factors explains more of the variation in nightlights than political ones do.
However, WAIC is a measure of in-sample fit, and we must assess out-of-sample fit

as well. I perform k-fold cross-validation with k = 5, computing the root mean squared
error (RMSE) for each fold, and present the average RMSE for all 5 folds in Tables 1 and
2. In both tables, the introduction of additional variables successively reduces RMSE. The
addition of political controls in Models 3 and 6 results in a marginal reduction in RMSE,
suggesting that geographic patterns drive government risk assessments to a large degree.

Exclusion’s negative estimate makes sense given that excluded groups are often shut
off from access to state resources. Dropping politically included groups and re-running
the analysis yields substantively similar results for both hypotheses, suggesting that gov-
ernments may worry about the possibility of separatism even by well-connected groups
in the future. However, groups that have lost regional autonomy have a higher nightlights
value, which suggests that states are investing more in those groups’ territories because
they are at the highest risk of secession (Siroky & Cuffe 2015). Similarly, groups whose
territory overlaps the dominant group’s have higher levels of nightlights, reflecting the
government’s interest in these regions (Lacina 2015). Oil, GDP per capita, and Polyarchy
are all positive, which align with our expectations.
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3.1 Robustness checks

Despite the decision to focus on population as an indicator of secession risk, the accessi-
bility and geographic distribution of that population also impact secession risk. Widely
dispersed populations increase barriers to collective action, decreasing the likelihood of
conflict (Weidmann 2009). To explore the importance of populationdistribution, Imeasure
the concentration of population by calculating a Gini coefficient of population within each
group’s territory and use it to reestimate the models in Table 1. This coefficient captures
how unequally population is distributed on average, meaning that groups with a higher
population Gini have more of their population concentrated in smaller geographic areas
like cities. In contrast, a groupwith a low population Gini would feature people relatively
evenly dispersed across its territory with no major population centers. The relationship
is smaller than in Figure 3, but still consistently positive and increasing in distance from
the capital, suggesting that the results are not simply an artifact of the choice of variable
used to measure population-based secession risk.

Omitting groups with a monopoly on political power, or who dominate the political
system within a country does not substantively affect the results in Tables 1 and 2. As a
further robustness check, I estimate models with both wider and narrower priors. Results
in both models are substantively unchanged from those in Tables 1 and 2. I also estimate
a model that uses nightlights per capita as the outcome variable and distance from the
capital as the explanatory variable to test whether remoteness is the only risk factor
driving secession risk. If this were the case, we would expect to see a positive relationship
between capital distance and nightlights per capita. However, this relationship is negative
and statistically significant, which indicates that population and international borders are
important risk factors for secession, and that they pose the largest risk when they are
located far from the capital.9

3.2 Placebo test

As a final robustness check, I assess the possibility that some other factor is driving
population, international borders, and state investment to co-occur as distance from the
capital increases. One potential explanation for this pattern is that capital cities are
densely populated, and that other major cities tend to occur near borders and far from the
capital, so the sparsely populated countryside is responsible for this relationship. Both
population (ρ = −.04) and international borders (ρ = −0.21) are negatively correlated
with the distance from the capital to an ethnic group’s territory, but the conditional nature

9See the Supplemental Information for these alternative specifications.
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of their relationship may mask an association. To test this possibility, I conduct a placebo
test by constructing two alternative datasets using different geographic units. If some
third factor is responsible for the stronger association between population and nightlights
and borders and nightlights at high distances from the capital, we should observe the
same relationship across different units.

The first alternative dataset uses administrative units instead of ethnic group territo-
ries. Specifically, I use first-order administrative divisions. Administrative divisions are
political entities that sometimes reflect ethnic settlement patterns, but often do not. They
thus allow me to capture politically driven patterns of investment and test whether some
other political phenomenon is responsible for the pattern observed at the ethnic group
level.

The second alternative dataset uses a spatial unit of analysis that is agnostic towards
sociopolitical boundaries. PRIO-GRID divides the world into 0.5 × 0.5 decimal degree
grid cells, which correspond to approximately 50km × 50km at the equator. As grid
cells are exogenous to political phenomena such as ethnic settlement patterns, decisions
about the distribution of government investment, and civil war onset (Tollefsen, Strand
& Buhaug 2012), this test evaluates whether some non-political factor is behind this
relationship.

Ethnic Groups Administrative Units PRIO−GRID

Figure 5: Spatial units used to construct data for main analyses, administrative unit
placebo test, and PRIO-GRID placebo test denoted in tan

For both alternative datasets I measure population, the presence of a border, and level
of nightlights in each unit for the study period, following the same procedure used to
construct the dataset for the main analysis. Figure 5 illustrates the geographic units used
to construct these datasets for Nigeria. Measuring capital distance can be done in the
same way for administrative units as they are political entities that only exist inside the

23



borders of one sovereign state. For PRIO-GRID, I measure capital distance by assigning
each cell to the state that covers the largest proportion of its area. I also include the
area of each spatial unit as a covariate to match the specifications in Models 2 and 5.
Due to the computational cost of estimating a complex Bayesian model on the PRIO-
GRID dataset (375,537 observations), I mean center the continuous predictors to improve
sampling efficiency. I also mean center continuous predictors in the ethnic group and
administrative unit models to facilitate direct comparison between the results.

Ethnic Groups Administrative Units PRIO GRID
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(a) Marginal effect of population on nighttime light levels, conditional on distance to the capital
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(b) Marginal effect of border on nighttime light levels, conditional on distance to the capital

Figure 6: Marginal effects at the ethnic group, administrative unit, and grid cell level

The leftmost panel of Figure 6a reproduces the relationship between capital distance,
population, andnightlights fromModel 2 in Figure 3. While thediscussionof results above
has focused onModel 3, which includes sociopolitical controls, I compare the placebo test
results to Model 2, as it is not possible to measure these control variables at the level of
these alternative geographic units. The results change only marginally between Models 2
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and 3, so this decision does not heavily affect these comparisons.
The center panel of Figure 6a displays this relationship for first-order administrative

units. The effect is smaller in magnitude across the range of capital distance values, and,
importantly, the slope of the line is smaller than in Model 3. This suggests that the strong
positive relationship observed in Model 3 is conditional on ethnic difference, not larger
political processes, as emphasized by the fact that ethnic groups in Figure 5 span multiple
administrative units.

Finally, the right panel of Figure 6b displays the relationship between between capital
distance, population, andnightlightsmeasured at PRIO-GRID cells. While the substantive
effect is larger thanwith ethnic group territories or administrative units, it has the opposite
sign and decreases sharply as capital distance increases.

Figure 6b presents results for the same geographic units, but using international bor-
ders instead of population to measure secession risk. The leftmost panel replicates Model
5 in Figure 4, while the center panel uses administrative units and the rightmost uses PRIO-
GRID cells. The opposite pattern holds here where the conditional relationship between
secession risk (measured via international borders) and state investment is decreasing as
capital distance increases for in administrative units and increasing in grid cells. Ethnic
group territories are the only geographic units where the relationship between secession
risk and investment is consistent across both measure of secession risk.

Given the role of ethnicity inmobilizingpeople for armed conflict (Cederman,Wimmer
& Min 2010), it makes sense that data measured at the level of ethnic group territories
exhibit a larger rate of increase in the marginal effect of population and international
borders on nightlights. The inconsistent findings when data are measured at the first-
order administrative unit and PRIO-GRID cell provide evidence that while concerns over
ethnic secession are neither the sole nor the primary driver of decisions over where to
invest, they are an important one. The relationship between secession risk andgovernment
investment is conditional on ethnic difference, which provides further evidence that this
pattern is a deliberate response by states to concerns over potential separatist conflict.

4 Discussion and Conclusion

These findings highlight an important disconnect that is often overlooked in studies of
space and conflict. Geography is static when compared with the dynamism of politics.
While the political fortunes of ethnic groups may shift quickly, the territory they inhabit
remains largely unchanged. Thismeans that all actors involved in a conflict have relatively
equal information about the geography within a country and can use this knowledge to
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their benefit. Since governments can devote their considerable resources to shutting
down secessionist movements in the most likely places, then the ones that do arise may
originate in territory that is less suited to secession. The prominent role of oil as a cause
of secession also suggests that secessionist violence is most likely when the resources at
stake can contribute to discontinuous shifts in the balance of power between governments
and dissidents.

Governmentsmay strategically keep secession-prone regions underdeveloped in order
to deter self-determination movements from launching wars of independence. While
underdevelopment may lead to political grievances and low level violence, states make
a calculated risk that it is better to keep these regions unhappy but dependent than to
inadvertently give them the tools for governance and spark a secessionist conflict.

Similarly, whilewe know that ‘sons of the soil’ conflicts can drag on indeterminatelywe
know less about why states engage in the internal colonization practices that often trigger
the them (Fearon & Laitin 2011). One possibility is that they are the result of people
in highly secession-prone regions chafing under military controls or responding to the
influx ofmajority groupmembers suchmonitoring efforts entail (Bhavnani&Lacina 2015).
Such conflicts are not particularly costly to fight, and keeping the military close at hand
ensures that dissidents do not have the space to mobilize a mass movement for secession
unchallenged. As such, governments may prefer the risk of sparking a low intensity sons
of the soil conflict over the possibility of losing an unexpected secessionist civil war.

Government efforts to preempt secession are often successful because territory is rel-
atively fixed in comparison to the political processes responsible for civil conflict. While
populations change as people migrate and cities grow, these changes typically occur at
a glacial pace, so governments have the same information as rebel groups. Given this
relative informational symmetry, governments can act preemptively to try and prevent
territorial conflicts from erupting.

These preemption tactics appear to be effective on initial inspection. In a logistic
regression analysis of separatist conflict onset, nightlights are negatively and statistically
associated with the likelihood of separatist conflict onset while controlling for distance
from the capital.10 Further research should investigate whether the low intensity conflicts
that emerge throughout the world were preceded by government preemption efforts. It is
possible that without government intervention, these relatively small conflicts may have
taken a much more costly path. Potential separatists do not face a binary choice between
separatist violence and nonviolence, and government intervention can just as easily guide

10See the Supplemental Information for a full discussion of this specification and presentation of these
results.
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them towards other modes of violent conflict with the state.
The analyses presented in this paper are unable to disaggregate the balance of coercion

and positive inducements employed by states in their efforts to preempt separatist conflict.
A purely coercive strategy would entail very little in the way of infrastructure, so these
results suggest that states mix carrots and sticks. Counterinsurgency tactics rely on
winning ‘hearts and minds’ but do not shy away from using violence when deemed
necessary (Kilcullen 2010). Future research should draw on this literature to identify
when governments are likely to use more or less harsh tactics in their repertoires of
preemption.

This mixture of coercion and cooptation can also explain the puzzle of why govern-
ments ever invest in territories of that investment might subsequently make that territory
more likely to secede. Since governments are constrained to choosing between only coer-
cion and only cooptation, they can selectively administer each approachwithin a territory.
Targeting minority groups members for surveillance may make them more likely to turn
to violence, but if member of the majority have been rewarded for living in the same
area, they are more likely to resist any nascent separatist movements. Many groups’
settlement areas overlap with one another, and so governments may use different tactics
with different groups in the same region. While Beĳing has imprisoned large numbers of
Uyghurs and subjected them to pervasive monitoring, it simultaneously encourages Han
Chinese to relocate to Xinjiang and provides themwith employment. Investing in citizens
who belong to dominant social groups but live in minority group territories may preempt
secession by providing them with reasons to personally oppose separatist activity.

The ability of states to preempt potential secessionist movements in the regions where
they are most likely to succeed highlights an important power asymmetry we must con-
sider when thinking about the effect of geography on conflict. While governments and
rebel groups are likely to have similar levels of knowledge about geography due to its rel-
atively static nature, governments will be better able to exploit this knowledge due to their
disproportionately larger resources. This suggests that we need to move beyond thinking
about selection processes at the national level to thinking about them at the subnational
level.

27



References
Acemoglu, Daron, Simon Johnson & James A Robinson. 2001. “The Colonial Origins of

Comparative Development: An Empirical Investigation.” American Economic Review
91(5):1369–1401.

Africa News. 2011. “Nigeria; ’Government Is the Only Functional Economy’.” Africa News
.

Akwagyiram, Alexis. 2017. “Main Ethnic Group in Nigeria’s Delta Oil Hub Criticises
Army Exercise.” Reuters .

Anderson, Benedict. 1983. Imagined Communities: Reflections on the Origin and Spread of
Nationalism. London: Verso.

Bhavnani, Rikhil R. & Bethany Lacina. 2015. “The Effects of Weather-Induced Migration
on Sons of the Soil Riots in India.”World Politics 67(4):760–794.

Boulding, Kenneth. 1962. Conflict and Defense: A General Theory. New York: Harper.

Bovingdon, Gardner. 2010. TheUyghurs: Strangers in Their Own Land. NewYork: Columbia
University Press.

Braithwaite, Jessica Maves & Kathleen Gallagher Cunningham. 2020. “When Organi-
zations Rebel: Introducing the Foundations of Rebel Group Emergence (FORGE)
Dataset.” International Studies Quarterly 64(1):183–193.

Buckley, Chris. 2018. “The Leaders Who Unleashed China’s Mass Detention of Muslims.”
The New York Times .

Buhaug, Halvard. 2010. “Dude, Where’s My Conflict? LSG, Relative Strength, and the
Location of Civil War.” Conflict Management and Peace Science 27(2):107–128.

Buhaug, Halvard & Jan Ketil Rød. 2006. “Local Determinants of African Civil Wars,
1970–2001.” Political Geography 25(3):315–335.

Carter, DavidB.&H.E.Goemans. 2011. “TheMakingof theTerritorialOrder: NewBorders
and the Emergence of Interstate Conflict.” International Organization 65(2):275–309.

Carter, David B. & H. E. Goemans. 2013. “The Temporal Dynamics of New International
Borders.” Conflict Management and Peace Science .

Cederman, Lars-Erik, Andreas Wimmer & Brian Min. 2010. “Why Do Ethnic Groups
Rebel?: New Data and Analysis.”World Politics 62(1):87–119.

Cederman, Lars-Erik, Halvard Buhaug & Jan Ketil Rød. 2009. “Ethno-Nationalist Dyads
and Civil War A GIS-Based Analysis.” Journal of Conflict Resolution 53(4):496–525.

Cederman, Lars-Erik, Halvard Buhaug & Kristian Skrede Gleditsch. 2013. Inequality,
Grievances, and Civil War. New York: Cambridge University Press.

28



Cederman, Lars-Erik, Kristian Skrede Gleditsch, Idean Salehyan & JulianWucherpfennig.
2013. “Transborder Ethnic Kin and Civil War.” International Organization 67(02):389–
410.

Cederman, Lars-Erik, Nils B. Weidmann & Nils-Christian Bormann. 2015. “Triangulating
Horizontal Inequality: Toward Improved Conflict Analysis.” Journal of Peace Research
52(6):806–821.

Chen, Xi &William D. Nordhaus. 2011. “Using Luminosity Data as a Proxy for Economic
Statistics.” Proceedings of the National Academy of Sciences 108(21):8589–8594.

Chin, Josh, Clément Bürge &Giulia Marchi. 2017. “Twelve Days in Xinjiang: HowChina’s
Surveillance State Overwhelms Daily Life.”Wall Street Journal .

Coca, Nithin. 2018. “China’s Xinjiang Surveillance Is the Dystopian Fu-
ture Nobody Wants.” https://www.engadget.com/2018/02/22/china-xinjiang-
surveillance-tech-spread/.

Coppedge, Michael, John Gerring, Staffan I. Lindberg, Svend-Erik Skaaning, Jan Teorell,
David Altman, Frida Andersson, Michael Bernhard, M. Steven Fish & Adam Glynn.
2017. “V-Dem Codebook V7.”.

Cornell, Svante E. 2002. Autonomy and Conflict: Ethnoterritoriality and Separatism in the South
Caucasus: Cases in Georgia. Number no. 61 in “Report / Uppsala Universitet, Dept. of
Peace and Conflict Research” Uppsala: [s.n.] : Distributed by the Dept. of Peace and
Conflict Research, Uppsala University.

Cumming-Bruce, Nick. 2018. “U.N. Panel Confronts China Over Reports That It Holds a
Million Uighurs in Camps.” The New York Times .

Cunningham, Kathleen Gallagher. 2013. “Actor Fragmentation and Civil War Bargaining:
How Internal Divisions Generate Civil Conflict.” American Journal of Political Science
57(3):659–672.

Cunningham, Kathleen Gallagher. 2014. Inside the Politics of Self-Determination. New York,
NY: Oxford University Press.

Daly, Sarah Zukerman. 2012. “Organizational Legacies of Violence Conditions Favoring
Insurgency Onset in Colombia, 1964-1984.” Journal of Peace Research 49(3):473–491.

De Juan, Alexander & Jan H. Pierskalla. 2015. “Manpower to Coerce and Co-Opt—State
Capacity and Political Violence in Southern Sudan 2006–2010.” Conflict Management
and Peace Science 32(2):175–199.

Demick, Barbara. 2009. “China Executes 9 for Role in Xinjiang Riots.” Los Angeles Times .

Doyle, Don Harrison, ed. 2010. Secession as an International Phenomenon: From America’s
Civil War to Contemporary Separatist Movements. Athens: University of Georgia Press.

29



Elliott, Mark. 2015. “The Case of the Missing Indigene: Debate Over a “Second-
Generation” Ethnic Policy.” The China Journal 73:186–213.

Elvidge, C. D., E. H. Erwin, K. E. Baugh, D. Ziskin, B. T. Tuttle, T. Ghosh & P. C. Sutton.
2009. Overview of DMSP Nightime Lights and Future Possibilities. In 2009 Joint
Urban Remote Sensing Event. pp. 1–5.

Fazal, Tanisha M. & Ryan D. Griffiths. 2014. “Membership Has Its Privileges: The Chang-
ing Benefits of Statehood.” International Studies Review 16(1):79–106.

Fearon, James D. & David D. Laitin. 2003. “Ethnicity, Insurgency, and Civil War.” The
American Political Science Review 97(1):75–90.

Fearon, James D. & David D. Laitin. 2011. “Sons of the Soil, Migrants, and Civil War.”
World Development 39(2):199–211.

Florea, Adrian. 2018. “Authority Contestation during and after Civil War.” Perspectives on
Politics 16(1):149–155.

Gellner, Ernest. 1983. Nations and Nationalism. Ithaca: Cornell University Press.

Gelman, Andrew, Jessica Hwang & Aki Vehtari. 2013. “Understanding Predictive Infor-
mation Criteria for Bayesian Models.” Statistics and Computing 24(6):997–1016.

Griffiths, Ryan D. 2016. Age of Secession: The International and Domestic Determinants of State
Birth. Cambridge: Cambridge University Press.

Griffiths, Ryan D. & Charles R. Butcher. 2013. “Introducing the International System(s)
Dataset (ISD), 1816–2011.” International Interactions 39(5):748–768.

Gunaratna, Rohan, Arabinda | Acharya & Pengxin | Wang. 2010. Ethnic Identity and
National Conflict in China. 1st ed. ed. New York: Palgrave Macmillan.

Harbers, Imke. 2014. “Taxation and the Unequal Reach of the State: Mapping State
Capacity in Ecuador.” Governance 28(3):373–391.

Herbst, Jeffrey. 2000. States and Power in Africa: Comparative Lessons in Authority and Control.
Princeton, N.J.: Princeton University Press.

Kale, Sunila. 2014. Electrifying India: Regional Political Economies of Development. Stanford,
California: Stanford University Press.

Ker-Lindsay, James. 2012. The Foreign Policy of Counter Secession: Preventing the Recognition
of Contested States. 1st ed ed. Oxford: Oxford University Press.

Kilcullen, David. 2010. Counterinsurgency. Oxford ; New York: Oxford University Press.

Koren, Ore & Anoop K. Sarbahi. 2017. “State Capacity, Insurgency, and Civil War: A
Disaggregated Analysis.” International Studies Quarterly 62(2):274–288.

30



Kroth, Verena, Valentino Larcinese & Joachim Wehner. 2016. “A Better Life for All?
Democratization and Electrification in Post-Apartheid South Africa.” The Journal of
Politics 78(3):774–791.

Kugler, Jacek & Ronald L. Tammen. 2012. The Performance of Nations. Lanham, Md.:
Rowman & Littlefield.

Kuhn, Patrick M. & Nils B. Weidmann. 2015. “Unequal We Fight: Between- and
Within-Group Inequality and Ethnic Civil War.” Political Science Research andMethods
3(03):543–568.

Lacina, Bethany. 2015. “Periphery versus Periphery: The Stakes of Separatist War.” The
Journal of Politics 77(3):692–706.

Lee, Melissa M. & Nan Zhang. 2016. “Legibility and the Informational Foundations of
State Capacity.” The Journal of Politics 79(1):118–132.

Lichbach, Mark. 1995. The Rebel’s Dilemma. Ann Arbor: University of Michigan Press.

Lujala, Päivi, Jan Ketil Rod & Nadja Thieme. 2007. “Fighting over Oil: Introducing a New
Dataset.” Conflict Management and Peace Science 24(3):239–256.

Malone, Iris. 2020. Uncertainty and Civil War Onset. Working Paper.

Millward, James A. 2018. “Opinion | What It’s Like to Live in a Surveillance State.” The
New York Times .

Moore, Margaret, ed. 1998. National Self-Determination and Secession. Oxford ; New York:
Oxford University Press.

Opejobi, Seun. 2017. “Buhari: What We Will Do If President Deploys Military to Niger
Delta – Ijaw Youths Council.”.

Orridge, A. W. 1982. Separatist and Autonomist Nationalisms: The Structure of Regional
Loyalties in the Modern State. In National Separatism, ed. Colin Williams. Vancouver:
University of British Columbia Press.

Owolabi, Tife. 2017. “New Militant Group Threatens Niger Delta Oil War - in Latin.”
Reuters .

Phillips, Tom. 2018. “China Testing Facial-Recognition Surveillance System in Xinjiang –
Report.” The Guardian .

Raleigh, Clionadh&HåvardHegre. 2009. “Population Size, Concentration, and CivilWar.
A Geographically Disaggregated Analysis.” Political Geography 28(4):224–238.

Salehyan, Idean. 2007. “Transnational Rebels: Neighboring States as Sanctuary for Rebel
Groups.”World Politics 59(2):217–242.

31



Salehyan, Idean, Kristian Skrede Gleditsch & David E. Cunningham. 2011. “Explaining
External Support for Insurgent Groups.” International Organization 65(04):709–744.

San-Akca, Belgin. 2016. States in Disguise: Causes of State Support for Rebel Groups. New
York, NY: Oxford University Press.

Scott, James C. 1998. Seeing Like a State: How Certain Schemes to Improve the Human Condition
Have Failed. Yale Agrarian Studies New Haven, Conn.: Yale University Press.

Simmons, Beth A. 2016. “Rules over Real Estate: Trade, Territorial Conflict, and Interna-
tional Borders as Institution.” Journal of Conflict Resolution .

Siroky, David S. & John Cuffe. 2015. “Lost Autonomy, Nationalism and Separatism.”
Comparative Political Studies 48(1):3–34.

The Economist. 2016. “Avengers Unite!” The Economist .

Toft, Monica. 2003. The Geography of Ethnic Violence : Identity, Interests, and the Indivisibility
of Territory. Princeton, N.J.: Princeton University Press.

Tollefsen, Andreas Forø, Håvard Strand&Halvard Buhaug. 2012. “PRIO-GRID: AUnified
Spatial Data Structure.” Journal of Peace Research 49(2):363–374.

Uguru, Hilary & Michelle Faul. 2016. “Shell Nigeria Shuts Oil Terminal as Attacks Cut
Production.” Seattle Times .

Vogt, Manuel, Nils-Christian Bormann, Seraina Rüegger, Lars-Erik Cederman, Philipp
Hunziker & Luc Girardin. 2015. “Integrating Data on Ethnicity, Geography, and
Conflict The Ethnic Power Relations Data Set Family.” Journal of Conflict Resolution
59(7):1327–1342.

Walker, Andrew. 2009. “Will Nigeria Oil Offensive Backfire?” BBC .

Weber, Max. 1965. Politics as a Vocation. Philadelphia: Fortress Press.

Weidmann, Nils B. 2009. “Geography as Motivation and Opportunity Group Concentra-
tion and Ethnic Conflict.” Journal of Conflict Resolution 53(4):526–543.

Weidmann,Nils B., DoreenKuse&Kristian SkredeGleditsch. 2010. “TheGeographyof the
International System: The CShapes Dataset.” International Interactions 36(1):86–106.

Weidmann, Nils B. & Sebastian Schutte. 2016. “Using Night Light Emissions for the
Prediction of Local Wealth.” Journal of Peace Research pp. 1–16.

Wen, Philip. 2017. “Terror Threats Transform China’s Uighur Heartland into Security
State.” Reuters .

Wong, Edward. 2009. “Riots in Western China Amid Ethnic Tension.” The New York Times
.

32



World Bank. 2018. World Development Indicators 2018. Technical report Washington,
D.C.: .

Wucherpfennig, Julian, Nils B. Weidmann, Luc Girardin, Lars-Erik Cederman & Andreas
Wimmer. 2011. “Politically Relevant Ethnic Groups across Space and Time: Intro-
ducing the GeoEPR Dataset.” Conflict Management and Peace Science 28(5):423–437.

Zhukov, Yuri M. 2012. “Roads and the Diffusion of Insurgent Violence: The Logistics of
Conflict in Russia’s North Caucasus.” Political Geography 31(3):144–156.

33


	Theory
	Keeping a lid on it
	Mapping risk
	Scope conditions

	Data and methods
	Government investment
	Secession risk
	Control variables
	Model

	Results
	Robustness checks
	Placebo test

	Discussion and Conclusion

